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The Nonogram puzzle can be naturally modeled as a Constraint Satisfaction Problem (CSP) and advantageously solved by backtrack search coupled with techniques for enforcing and propagating consistency. Choco is a widely used constraint solver that consistently wins solver competitions in multiple categories. In this thesis, we extend the Choco solver with high-level consistency algorithms, namely SAC-1 and POAC-1. Then, we investigate the performance of three different constraint models of the Nonogram puzzle with Choco and three consistency algorithms, namely, GAC, SAC-1, and POAC-1.

Empirical evaluation on a benchmark instances of the Nonogram puzzle uncover the advantageous of high-level consistency algorithms: They can solve many instances in a backtrack-free manner and are able to solve the hardest instance, which GAC is unable to solve. On the easy instances, GAC remains competitive in terms of CPU time.
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Chapter 1

Introduction

In this thesis, we study the performance of solving three constraint models of the Nonogram puzzle with the constraint solver CHOCO. In this chapter, we present our motivation and contribution and discuss the organization of the thesis.

1.1 Motivation

Constraint Programming is a flexible and powerful paradigm for modeling and solving gubernatorial decision and optimization problems. Its practical applications include resource allocation, scheduling, and radio-frequency assignment.

Puzzles are whimsical problems that can advantageously be used to illustrate the usefulness and operations of Constraint Programming. They can also be used as the benchmark for comparing algorithms and as teaching tools in constraint modeling and algorithm design. Puzzles such as Minesweeper [Bayer et al., 2006], Sudoku [Howell et al., 2018a; Reeson et al., 2007], and the Game of Set [Swearingn et al., 2011] have successfully been used to this end. In this thesis, we investigate the performance of the CHOCO constraint-solver for solving the Nonogram puzzle. In particular, we enhance this solver with high-level consistency algorithms and evaluate the performance of CHOCO, which is based on two-way branching, in this context (i.e., Nonogram puzzle,
search with two-way branching, and high-level consistency).

1.2 Contribution

In this study, we extend Choco solver with high-level consistency algorithms and evaluate the performance of our extension in different models of the Nonogram puzzles. The high-level consistency algorithms we implement for Choco are SAC-1 [Debruyne and Bessière, 1997] and POAC-1 [Balafrej et al., 2014].

1.3 Thesis Organization

This thesis is organized as follows. In Chapter 2, we introduce Constraint Satisfaction Problems (CSPs) and discuss various algorithms for solving them. We also introduce the Nonogram puzzle. In Chapter 3, we discuss Choco constraint-solver and how we extend it to include two high-level consistency algorithms, namely SAC-1 and POAC-1. In Chapter 4, we describe our experimental setup, our experiments, and results. Finally, in Chapter 5, we conclude this thesis and discuss possible future works.
Chapter 2

Background

In this chapter, we define a Constraint Satisfaction Problem and review the methods for solving it. Then, we introduce the Nonogram puzzle and how we describe the three constraint models that we use for solving it.

2.1 Constraint Satisfaction Problem

A Constraint Satisfaction Problem (CSP) is defined as follows. Given $P = (V, D, C)$ where

- $V = \{v_1, \ldots, v_n\}$ is a set of variables.

- $D$ is the domain set of values such that $\text{dom}(v_i) \subseteq D$ for all $v_i \in V$. $\text{dom}(v_i)$ is the domain of $v_i$, that, the set of values that can be assigned to $v_i$.

- $C = \{c_1, \ldots, c_m\}$ is the set of constraints that restrict the allowed assignments of values to variables. Each constraint $c_i$ is defined by its scope, $\text{scp}(c_i) \subseteq V$, and a relation $\text{rel}(c_i) \subseteq \prod_{v_j \in \text{scp}(c_i)} \text{dom}(v_j)$.

A solution to the CSP is an assignment of a value to each variable such that all the constraints are satisfied. The goal is usually to determine whether a solution exists (satisfaction) or to find a solution to the CSP (exemplification).
2.2 Algorithms for Solving CSPs

Determining whether or not a CSP is satisfiable is known to be NP-complete. Backtrack search is the only sound and complete algorithm for finding a solution to the CSP. To reduce the exponential number of combinations that backtrack search has to explore, we interleave, with search, the application of consistency algorithms, which remove values from the domains of the variables and/or tuples from the relations of the constraints that cannot appear in a solution to the CSP. Such operations reduce the size of the search space explored by the backtrack search.

Consistency algorithms enforce consistency properties. Below, we review the local consistency properties that are used in this thesis.

- Generalized arc-consistency (GAC) [Mackworth, 1977]: a CSP is generalized arc-consistent if, for every constraint, a value in the domain of a variable in the constraint can be extended to other variables in the same constraint. Various algorithms for enforcing GAC exist. In this thesis, we use the default GAC algorithms for the table constraint and the regular constraint that are available in Choco.

- Singleton arc-consistency (SAC) [Debruyne and Bessière, 1997]: Let a CSP with the domain of variable $v_i$ reduced to value set $\{x_i\}$ be denoted as $P|_{v_i=x_i}$, then a CSP is singleton arc-consistent [Debruyne and Bessière, 1997] if for every variable $v_i \in V$ and value $x_i \in \text{dom}(v_i)$, $P|_{v_i=x_i}$ is arc consistent. SAC algorithm is the algorithm that enforces SAC property on the problem. A problem $P$ after successfully enforced SAC is denoted as SAC($P$). In this thesis, we implement in Choco the SAC-1 algorithm [Debruyne and Bessière, 1997].

- Partition-one arc-consistency (POAC) [Bennaceur and Affane, 2001]: a CSP $P$
is partition-one arc-consistent if it is singleton arc-consistent and for every value \( x \in \text{dom}(v_i) \), then \( x \in \text{dom}(v_i) \) of SAC(\( P|_{v_j=y} \)) for every variable \( v_j \neq v_i \) and value \( y \in \text{dom}(v_j) \). Partition-one arc-consistency algorithm is the algorithm that enforces POAC property on the problem. In this thesis, we implement in Choco the POAC-1 algorithm [Balafrej et al., 2014].

GAC is the standard consistency enforced in search. SAC and POAC are said to be high-level consistency (HLC) because, relatively to GAC, they never delete fewer values than GAC does. Further, POAC is known to be strictly stronger than SAC because it never filters out fewer values than SAC does [Balafrej et al., 2014].

### 2.3 Nonogram

A Nonogram puzzle consists of two parts:

- A board of \( n \times m \) cells that can either be colored black or left blank. Each row is numbered from 1 to \( n \) and each column is numbered from 1 to \( m \). The cell at row \( i \) and column \( j \) is denoted \( C_{i,j} \)

- A set of \( n \) labels for the rows and \( m \) labels for the columns, where each label is given by \( L = [l_1, l_2, \ldots, l_k] \) and \( \forall 1 \leq i \leq k, l_i \in \mathbb{N}^+ \) denotes the number of contiguous cells that are colored in black.

A solution to the puzzle is a coloration of the cells that are consistent with the labels of the rows and the columns.

The Nonogram puzzle is known to be NP-Complete [Ueda and Nagao, 1996]. Figure 2.1 shows a simple instance of the Nonogram puzzle and its solution.
2.4 Three Constraint Models for the Nonogram

In the CSP model of the Nonogram puzzle, each cell is represented by a Boolean variable, whose domain \{0,1\} indicates that the cell is blank or colored, respectively. Constraints are defined over the variables in the same rows or columns. We distinguish three constraint models for the Nonogram depending on the type of constraints used.

2.4.1 Global-table constraint model

In this model, each global-table constraint represents a label of a row or column. The constraint lists all support tuples, i.e., colorations that are consistent with the label. This model is memory consuming because the number of colorations is in factorial magnitude. In our previous example, the third row with a label of $L = [2,1]$ can be expressed as a global-table constraint with the support list:

$$\{(1,1,0,1,0), (1,1,0,0,1), (0,1,1,0,1)\}$$

2.4.2 Regular constraint model

In this model, each regular constraint represents a label of row or column. The constrain is defined by a regular expression, where its variable sequence is the cells in
the row or column and the \textit{deterministic finite automaton} (DFA) describes the label [Pesant, 2004]. In our previous Nonogram example, for the constraint for the third row, the sequence is the cells in that row and the FDA is described in Figure 2.2.

![Table Image](image1)

![Diagram Image](image2)

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{image2}
\caption{DFA for label \(L = [2, 1]\)}
\end{figure}

### 2.4.3 Ternary-table constraint model

In this model, each regular constraint is reformulated as an equivalent set of ternary-table constraints [Bessière \textit{et al.}, 2008]. This operation adds a set of auxiliary variables to the model in each row and column as illustrated in Figure 2.3.

![Diagram Image](image3)

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{image3}
\caption{Ternary-table constraints network for the third row}
\end{figure}

In the Nonogram example of Figure 2.1, the regular constraint for the third row is replaced with the constraint network shown in Figure 2.3. In the network, \(v_1, \cdots, v_5\) are the original variables, \(r_0, \cdots, r_5\) are auxiliary variables, and \(c_1, \cdots, c_5\) are the constraints. The domain of auxiliary variables and the definition of the constraints are shown in Table 2.1 and Table 2.2.
Table 2.1: Domain of auxiliary variables in the constraint network for the third row

<table>
<thead>
<tr>
<th>Variable</th>
<th>Domain</th>
</tr>
</thead>
<tbody>
<tr>
<td>$r_0$</td>
<td>${q_0}$</td>
</tr>
<tr>
<td>$r_1$</td>
<td>${q_0, q_1, q_2, q_3, q_4}$</td>
</tr>
<tr>
<td>$r_2$</td>
<td>${q_0, q_1, q_2, q_3, q_4}$</td>
</tr>
<tr>
<td>$r_3$</td>
<td>${q_0, q_1, q_2, q_3, q_4}$</td>
</tr>
<tr>
<td>$r_4$</td>
<td>${q_0, q_1, q_2, q_3, q_4}$</td>
</tr>
<tr>
<td>$r_0$</td>
<td>${q_4}$</td>
</tr>
</tbody>
</table>

Table 2.2: Definition of the ternary-table constraints for the third row

<table>
<thead>
<tr>
<th>Constraint</th>
<th>Scope</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$c_1$</td>
<td>$r_0, v_1, r_1$</td>
<td>${(q_0, 0, q_0), (q_0, 1, q_1)}$</td>
</tr>
<tr>
<td>$c_3$</td>
<td>$r_2, v_3, r_3$</td>
<td>${(q_0, 0, q_0), (q_0, 1, q_1), (q_1, 1, q_2), (q_2, 0, q_3), (q_3, 0, q_3), (q_3, 1, q_4), (q_4, 0, q_4)}$</td>
</tr>
<tr>
<td>$c_5$</td>
<td>$r_2, v_3, r_3$</td>
<td>${(q_0, 0, q_0), (q_0, 1, q_1), (q_1, 1, q_2), (q_2, 0, q_3), (q_3, 0, q_3), (q_3, 1, q_4), (q_4, 0, q_4)}$</td>
</tr>
<tr>
<td>$c_4$</td>
<td>$r_3, v_4, r_4$</td>
<td>${(q_0, 0, q_0), (q_0, 1, q_1), (q_1, 1, q_2), (q_2, 0, q_3), (q_3, 0, q_3), (q_3, 1, q_4), (q_4, 0, q_4)}$</td>
</tr>
<tr>
<td>$c_5$</td>
<td>$r_4, v_5, r_5$</td>
<td>${(q_3, 1, q_4), (q_4, 0, q_4)}$</td>
</tr>
</tbody>
</table>

Summary

In this chapter, we introduced the definition of a Constraint Satisfaction Problem and reviewed the three consistency properties that are enforced during search, namely GAC, SAC-1, and POAC-1. We also introduced the Nonogram puzzle and its three constraint models that are based on global-table constraints, regular constraints, and ternary-table constraints, respectively.
Chapter 3

High-Levels Consistency Algorithms in CHOCO

In this chapter, we explain our implementations of the consistency algorithms SAC-1 [Debruyne and Bessière, 1997] and POAC-1 [Balafrej et al., 2014] in CHOCO [Jussien et al., 2008].

3.1 The CHOCO Constraint-Solver

In order to implement the SAC-1 and POAC-1 algorithms, we need to use three main actions of CHOCO:

- **EXTEND**: this function calculates the next decision, which is a variable-value pair.
- **PROPAGATE**: this function applies the decision and then runs the chosen consistency algorithm.
- **REPAIR**: this function undoes the effects of the action PROPAGATE and returns the search to its state before propagation.

In our implementation, the three actions above are implemented as `CHOCO_assign`, `CHOCO_propagate`, and `CHOCO_backtrack`, respectively. The detailed implementation of these three actions in Java is shown in Algorithm 1.
Algorithm 1: Calls to CHOCO

1 Procedure CHOCO_assign(variable, value)
   2 \[ \text{decision} \leftarrow \text{solver.getDecisionPath().makeIntDecision(variable,} \]
   3 \[ \text{DecisionOperatorFactory.makeIntEq(), value) \]
   4 \text{solver.getDecisionPath().pushDecision(decision)}
   5 \text{solver.getEnvironment().worldPush()}
   6 \text{solver.getDecisionPath().buildNext()}
   7 \text{solver.getObjectiveManager().postDynamicCut()}
   8 \text{solver.getDecisionPath().apply()}

1 Procedure CHOCO_propagate()
   2 \text{solver.getEngine().propagate()}

1 Procedure CHOCO_backtrack()
   2 \text{solver.getEnvironment().worldPop()}
   3 \text{solver.getDecisionPath().synchronize()}
   4 \text{solver.getDecisionPath().buildNext()}
   5 \text{solver.getDecisionPath().apply()}

3.2 Singleton Arc Consistency (SAC-1)

We adapt the SAC-1 algorithm of Debruyne and Bessière[1997] to CHOCO as shown in the pseudocode of Algorithm 2.

This pseudocode requires the use of a circular queue, which we implement with an array whose last position links to the first position.
**Algorithm 2:** Implementation of the SAC-1 algorithm in Choco

1. Add variables to circular queue $Q$
2. $\text{queueHead} \leftarrow \text{random element in } Q$
3. $\text{queueEnd} \leftarrow \text{queueHead}$
4. repeat
   5. $\text{currentVar} \leftarrow \text{queueHead}$
   6. $\text{queueHead}$ move forward
   7. for $x \in \text{dom}(\text{currentVar})$ do
      8. CHOCO\_assign($\text{currentVar}, x$)
      9. CHOCO\_propagate()
   10. if contradiction occurs then
        11. Remove $x$ from $\text{dom}(\text{currentVar})$
        12. $\text{queueEnd} \leftarrow \text{currentVar}$
        13. CHOCO\_backtrack()
   14. CHOCO\_propagate()
5. until $\text{queueHead} = \text{queueEnd}$

### 3.3 Partition-One Arc Consistency (POAC-1)

To implement the POAC-1 algorithm of Balafrej et al. [2013], we define a new class called *VariableValueCounter*. This class has the following functions:

- It uses a *VariableMonitor* (provided by Choco) to get and save the list of variables whose domains have been updated during the singleton test.

- After each singleton test, if no contradictions occur, the class increases the counters of all variable-value pairs that have been removed during the singleton test.

- Finally, it can return the list of variable-value pairs that have been filtered in all singleton tests without contradiction by repeatedly calling function *next*.

Our pseudocode is given in Algorithm 3.
Algorithm 3: POAC-1 algorithm for CHOCO

1. Add variables to circular queue $Q$
2. $\text{queueHead} \leftarrow \text{random element in } Q$
3. $\text{queueEnd} \leftarrow \text{queueHead}$
4. $\text{FILL}(\text{vvpCounter}, 0)$
5. repeat
6.   $\text{currentVar} \leftarrow \text{queueHead}$
7.   $\text{queueHead}$ move forward
8.   $\text{counter} \leftarrow 0$
9.   for $x \in \text{dom}(\text{currentVar})$ do
10.      $\text{CHOCOassign}(\text{currentVar}, x)$
11.      $\text{CHOCOpropagate}()$
12.      if contradiction occurs then
13.         Remove $x$ from $\text{dom}(\text{currentVar})$
14.         $\text{queueEnd} \leftarrow \text{currentVar}$
15.      else
16.         $\text{counter} += 1$
17.         for $(\text{var}, \text{val}) \in \text{list of variable-value pairs removed}$ do
18.            $\text{VariableValueCounter.increaseCounter}((\text{var}, \text{val}))$
19.         $\text{CHOCObacktrack}()$
20.      for $(\text{var}, \text{val}) \in \text{VariableValueCounter.next()}$ do
21.         $\text{Remove val from } \text{dom}(\text{var})$
22.         $\text{CHOCOpropagate}()$
23. until $\text{queueHead} = \text{queueEnd}$

Summary

In this chapter, we presented our implementation of the SAC-1 and POAC-1 algorithm in CHOCO.
Chapter 4

Experimental Evaluation

In this chapter, we discuss our experimental set-up and our results.

4.1 Datasets

Our dataset consists of the Nonogram puzzles provided by the XCSP library of XCSP3.0 benchmark.\(^1\) This library provides instances of Nonogram puzzles modeled with regular and global-table constraints. The ternary-table constraints are computed and provided by Tran [2019]

Our experiment runs the GAC, SAC-1, and POAC-1 algorithms on the following datasets:

1. 168 instances with global-table constraints.
2. 174 instances with regular constraints.
3. 174 instances with ternary-table constraint.

4.2 Environment

Our experiment is conducted on the Crane computer cluster provided by Holland

\(^1\)http://www.xcsp.org/series
Computing Center. Each job is run on a single Intel Xeon E5-2670 2.60GHz CPU with 64GB RAM and a time limit of 4 hours per instance.

4.3 Summary of Results

For each algorithm and each constraint model, we report in Table 4.1 the following information:

1. The number of instances solved.

2. The number of instances solved in a backtrack-free manner.

3. The average CPU time per instance counting all instances. The character ‘>’ indicates that at least one instance ran out of time.

Table 4.1: Performance of the three consistency algorithms on each constraint model

<table>
<thead>
<tr>
<th>Model</th>
<th># of instances</th>
<th>GAC</th>
<th>SAC-1</th>
<th>POAC-1</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Number of instances solved</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Global table</td>
<td>168</td>
<td>168</td>
<td>168</td>
<td>168</td>
</tr>
<tr>
<td>Regular</td>
<td>174</td>
<td>173</td>
<td>174</td>
<td>174</td>
</tr>
<tr>
<td>Ternary table</td>
<td>174</td>
<td>173</td>
<td>174</td>
<td>174</td>
</tr>
<tr>
<td><strong>Number of instances solved backtrack free</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Global table</td>
<td>168</td>
<td>24</td>
<td>163</td>
<td>163</td>
</tr>
<tr>
<td>Regular</td>
<td>174</td>
<td>24</td>
<td>168</td>
<td>168</td>
</tr>
<tr>
<td>Ternary table</td>
<td>174</td>
<td>21</td>
<td>172</td>
<td>172</td>
</tr>
<tr>
<td><strong>Average CPU time for all instances (msec)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Global table</td>
<td>-</td>
<td>237.80</td>
<td>214.33</td>
<td>240.69</td>
</tr>
<tr>
<td>Regular</td>
<td>-</td>
<td>&gt;82,947.09</td>
<td>36,269.25</td>
<td>36,174.29</td>
</tr>
<tr>
<td>Ternary table</td>
<td>-</td>
<td>&gt;83,138.82</td>
<td>4,205.07</td>
<td>5,131.22</td>
</tr>
<tr>
<td><strong>Average CPU time for finished instances (msec)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Global table</td>
<td>-</td>
<td>237.80</td>
<td>214.33</td>
<td>240.69</td>
</tr>
<tr>
<td>Regular</td>
<td>-</td>
<td>189.43</td>
<td>172.10</td>
<td>190.47</td>
</tr>
<tr>
<td>Ternary table</td>
<td>-</td>
<td>382.22</td>
<td>509.10</td>
<td>662.03</td>
</tr>
</tbody>
</table>

From the results shown in Table 4.1, we make the following observations:
• While the high-level consistency algorithms (i.e., SAC-1 and POAC-1) can solve all instances of all models, GAC does not terminate on one instance with the regular constraints and one instance with the ternary-table constraints.

• Both high-level consistency algorithms (i.e., SAC-1 and POAC-1) solve the most number of instances in a backtrack-free manner. Interestingly, both have the same performance.

• In terms of CPU time, the performance of the three algorithms differs. GAC shows the worst performance overall and fails to solve one instance of the regular-constraint model and one instance of the ternary-table constraint model. While SAC-1 is slightly better than POAC-1 on the models with the ternary-table constraints, their performances on the global-table constraint model and the regular-constraint model are indistinguishable.

• If we compare the models using average CPU time for finished instances, the regular-constraint model is the best model across all three algorithms, while the ternary-table constraint model has the worst running time. This is opposite what has been proposed by Bessière et al. [2008] that the ternary-table constraint model can be solved more efficiently than the regular-constraint model.

4.4 Runtime Distribution

To more closely analyze the CPU time performance of the three algorithms, we look at the cumulative curve of the runtime distribution, showing, as the time increases, the number of instances solved by each algorithm. These graphs are shown in Figure 4.1 (global-table constraint), Figure 4.2 (regular constraint), and Figure 4.3 (ternary-table constraint).
Figure 4.1: Runtime distribution for the model with global-table constraints

Figure 4.2: Runtime distribution for the model with regular constraints

Figure 4.3: Runtime distribution for the model with ternary-table constraints
These graphs show that:

- GAC solves more instances than either SAC-1 and POAC-1 when the time limit is small (i.e., on easy instances). Further, SAC-1 slightly outperforms POAC-1.

- When the time limit is large (i.e., the puzzle is harder), all three algorithms seem to be equivalent.

### 4.5 Case Study of Instance #69

Instance #69 is the hardest of the 178 instances tested. Table 4.2 shows the detailed results of backtrack search on this instance for two of the constraint models knowing that the model for the global-table constraints is not available for Instance #69 because it is too large to store.

<table>
<thead>
<tr>
<th>Model</th>
<th>Algorithm</th>
<th>#BT</th>
<th>CPU time</th>
<th>MaxBpD</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Depth</td>
<td>Value</td>
</tr>
<tr>
<td>Regular</td>
<td>GAC</td>
<td>129,791,519</td>
<td>&gt;14,400.03</td>
<td>58</td>
</tr>
<tr>
<td></td>
<td>SAC-1</td>
<td>49,300,593</td>
<td>6,281.08</td>
<td>48</td>
</tr>
<tr>
<td></td>
<td>POAC-1</td>
<td>49,300,593</td>
<td>6,261.37</td>
<td>48</td>
</tr>
<tr>
<td>Ternary</td>
<td>GAC</td>
<td>28,368,524</td>
<td>&gt;14,400.03</td>
<td>41</td>
</tr>
<tr>
<td></td>
<td>SAC-1</td>
<td>1,437,598</td>
<td>643.61</td>
<td>29</td>
</tr>
<tr>
<td></td>
<td>POAC-1</td>
<td>1,437,598</td>
<td>778.30</td>
<td>29</td>
</tr>
</tbody>
</table>

This experiment on a difficult instance is interesting because it allows us to see the advantage of HLC. Indeed:

- This instance can be solved by SAC-1 and POAC-1 but not by GAC.
• For the ternary-table constraint model, SAC-1 is better than POAC-1, while for the regular-constraint model, POAC-1 is slightly better. The difference is very insignificant.

• The model with ternary-table constraints can be solved more efficiently than the model with the regular constraints as predicted by Bessière et al. [2008].

The charts *backtrack per depth* (BpD) graph [Howell et al., 2018b] on Instance #69 are shown in Figure 4.4 for GAC, Figure 4.5 for SAC, and Figure 4.6 for POAC with the regular model on the left and the ternary-table model on the right. We notice that the higher-consistency algorithms (SAC and POAC versus GAC) can significantly reduce the backtracking effort (y-axis) and also shift the peak backtrack value to shallower depth levels.
Figure 4.4: BpD of GAC on Instance #69: regular constraint (left) and ternary constraint (right)

Figure 4.5: BpD of SAC on Instance #69: regular constraint (left) and ternary constraint (right)

Figure 4.6: BpD of POAC on Instance #69: regular constraint (left) and ternary constraint (right)
Summary

In this chapter, we discussed our experiments and results. From the result, we noticed that in general, for small instances, GAC is slightly better than SAC-1 and POAC-1 in CPU time. However, as the instances were harder, SAC-1 and POAC-1 were more efficient in solving them.
Chapter 5

Conclusion and Future Work

In this chapter, we will conclude our study and suggest directions for future research.

5.1 Conclusion

From our study, with the result we have from empirical evaluation, we conclude that:

- High-level consistency algorithms, namely SAC-1 and POAC-1, are more powerful than GAC because they can solve harder instances that GAC cannot.

- To achieve their efficiency, high-level consistency algorithms spend time for overhead work and preparation. In simple problems, the time spent for overhead work overwhelms the efficiency gained, thus increasing the total running time of the algorithms.

5.2 Future Work

Our experiments open up many directions for future research:

- Beside Nonogram and puzzles, many other CSP problems are available. We would evaluate our extension of CHOCO with different them and further improve our implementation.
• It would be very interesting to use alternative improvement of POAC-1, such as APOAC [Balafrej et al., 2013], or trigger-based strategy, like PREPEAK [Woodward, 2018] to activate high-level consistency algorithms.
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